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Abstract

Laboratory and field calibration-verifications were performed over a 28-month period on Geonor vibrating wires of the kind used by CRN.  The goal of the calibration-verifications was to monitor possible significant changes in the coefficients in the calibration equation that relates accumulation of precipitation in the bucket to frequency of the wire.  The calibration-verification procedure is discussed and results shown for 30 tests.  It was found that 19 of 20 wires with at least two calibration-verifications showed no significant trend in their calibration coefficients over periods ranging from 6 months to 28 months.  Consequently, an annual calibration-verification appears sufficient to monitor the stability of vibrating wire transducers, especially when coupled with daily data quality assessment (QA) of the three wires in each gauge.

The calibration-verification method is compared with the ATDD field calibration method in which each wire is recalibrated.  Results were compared for two gauges using factory calibration coefficients and weights and frequencies obtained from the ATDD field calibration.  There was strong correspondence between numerical results from the two methods for one gauge and much less correspondence for the other.  The field calibration method requires a uniform distribution of each weight added, a condition that needs to be confirmed.

1.  INTRODUCTION

Beginning spring 2000 an investigation was initiated to compare observed responses of vibrating wires in Geonor precipitation gauges using factory-provided coefficients in the calibration equation with expected responses calculated using known weights.  A comparison of this kind is called a calibration-verification, that is, the goal is to verify the calibration.  Two Geonor gauges were supplied by CRN, each with three vibrating wires along with a Campbell Scientific, Inc. CR10 data logger.  The two gauges were placed in a Thermotron temperature-controlled 1-m3 chamber when calibration-verifications were performed at temperatures below room temperature.  The Thermotron was provided free-of-charge by ATD (Atmospheric Technology Division) for this investigation.

In the Fall 2000, each of six Geonor gauges (including one of the above) was placed inside a different windshield in anticipation of making snow measurement during winter 2002-2001.  A field calibration-verification of each gauge was performed in November 2000.  Two subsequent complete field calibration-verifications were performed, one in January 2002 and one in July 2002.  In addition, personnel from the Atmospheric Turbulence and Diffusion Division (ATDD) located at Oak Ridge, TN performed a field calibration of each of the 18 wires among the six gauges.  The purpose of a field calibration (or recalibration) is very different than that of a field calibration-verification.  The distinction will be made clearer later.

The purpose of a calibration-verification is to answer the question: Is there a sufficiently large difference between the observed response and response derived from using factory coefficients to warrant a recalibration of a vibrating wire?  The numerical value of "sufficiently large" has yet to be decided.  Based on the results of the calibration-verifications in this report, useful numerical values will be suggested.

Sections 2 and 3 of this report discuss the calibration-verification procedure and results from laboratory and field measurements, respectively.  Section 4 examines the stability of factory calibration coefficients for all vibrating wire transducers, section 5 compares the calibration-verification and field calibration procedures, and section 6 provides a summary and conclusion.  Appendix 1 shows the results from all calibration-verifications in plot form.  Appendix 2 describes the procedure used in the January 2002 calibration-verification and constitutes the recommended procedure with one additional step given at the end of the description.

It is assumed in the sequel that the reader has at least a modest understanding of how Geonor precipitation gauges function.

2.  FIELD CALIBRATION-VERIFICATION PROCEDURE AND RESULTS

The relationship between the depth of water in the Geonor bucket and frequency of a vibrating wire is expressed through the calibration equation given by
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where f0 is the frequency in Hz corresponding to an empty bucket, f is the frequency in Hz associated with precipitation P.  The coefficients A and B are on the order of 10-2 cm Hz-1 and 10-5 cm Hz-2 when P is in cm.  Coefficients A and B are determined at the factory by suspending known weights from each wire and fitting the quadratic equation (1) to the observations.  Null frequency f0 is apparently determined by suspending a weight representative of all buckets and noting the output frequency.  Geonor sells each vibrating wire with a unique A, B, and f0.  Henceforth, all three quantities will be referred to as coefficients.

The approach taken to monitor the stability of a vibrating wire transducer was to place successive known weights in the bucket, calculate P (in a data logger) for each vibrating wire (hereafter referred to as simply wire), compare each value of P to the known weight converted to its equivalent depth of water, and derive a calibration error representative of the 3 sets of factory coefficients, one set for each wire.  An example of a calibration-verification is shown in Fig. 1 for the Geonor gauge in the small Wyoming (sWyo) windshield.  There are no effects of a windshield on a calibration-verification.  The Geonor gauge in this sample just happens to be located in the sWyo windshield, one of 6 windshields.  Fig. 1(a) shows the differences between P (in mm) and the known weights (in mm) for each of the three wires and their average on the vertical axis plotted against the known accumulated weights.  The calibration-verification was performed on 8 January 2002 using a set of 14 stainless steel disks ranging from 797.5 g to 800.2 g and a base to support the disks with weight 401.7 g.  As seen in Fig. 1(a) these weights yield an equivalent range in depth of water from 0 mm (empty-bucket) to 580 mm (base plus 14 weights).  The weights were fabricated at the University of Oklahoma and will be referred to as the OU weights.

Prior to successively adding and removing each weight, the bucket and base were leveled.  The addition and removal of weights explains why there are two curves for each wire.  The black curve in Fig. 1(a) is the average of the three curves from the individual wires.  One notices immediately that even with no accumulation (empty bucket) the differences along the vertical axis for each wire are displaced from each other.  This is typical behavior and may be, in part, a consequence of using a bucket whose weight is different than the bucket weight employed in the factory calibration.

The divergence of differences from the individual wires with increasing accumulated weight can be much greater than shown in Fig. 1(a).  In Fig. 2(a), the format of which parallels Fig.1(a), a calibration-verification of the same wires was made with a different set of known weights 14 months earlier.  The divergence of differences is considerably greater.  Nevertheless, the average of the three wires differs by less than 1-1/4 mm from the average in Fig. 1(a) throughout the 0 to 600 mm accumulation.  Fig. 2(a) indicates the mass of the weights was increasingly non-uniformly distributed with increasing number of weights.  The similarity of the two average curves shows that having a truly uniform mass distribution is not necessary to obtain a valid calibration-verification.

The next step in analyzing the data from a calibration-verification is to model the average difference curve with a low order polynomial.  Fig. 1(b) shows that a 2nd degree polynomial provides the optimal fit.  By "optimal" is meant that the increase in the value of R2 (square of the correlation coefficient) is small so that a higher order polynomial in unwarranted.  The highest order polynomial chosen among all calibration-verifications was 3.  The value of 0.82 for R2 means that the fitted curve and the average curve have 82% of their variance in common.  If the two curves had been coincident, the value of R2 would have been unity.  Because the goal of a calibration-verification is calibration error assessment, the final step is to differentiate the fitted polynomial.  The left-hand vertical axis in Fig. 1(c) is the slope of polynomial multiplied by 10 to yield calibration error in mm per 10 mm precipitation.  The nominal depth of a convective rain shower across the Southern Plains is 10 mm (about 0.4 in).  The range in calibration error per 10 mm accumulation varies linearly from about 0.01 mm for bucket accumulations under 100 mm to around -0.04 mm for bucket 
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Fig. 1  Differences between individual wires and accumulated weights and average differences versus accumulated weights are shown in (a).  The minimum least-squares 2nd degree polynomial fit to the average differences is shown in (b) and the slope of the fitted polynomial in (b) in terms of calibration error per 10 mm accumulation or calibration error in percent is shown in (c).  Data are from calibration-verification 8 January 2002.
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Fig. 2  Same as Fig. 1 except results apply to the calibration-verification performed 14 November 2000 in which the Belfort weights were used.

accumulations greater than 500 mm.  The right-hand vertical axis is the calibration error in percent obtained by multiplying the slope of the polynomial in Fig. 1(b) by 100.  Thus the parallel range in calibration error corresponding to the range in calibration error per 10 mm is from 0.1% to -0.4%.  It should be pointed out that had one chosen to determine calibration error per 20 mm accumulation, say, the error in mm would be twice that for a 10 mm accumulation, while the calibration error in percent would remain unchanged.

The calibration errors obtained in Figs. 1(c) and 2(c) are associated with a calibration-verification only and should not be considered operational errors.  Errors associated with evaporation from the interior wall of the collection cylinder and undercatch due to wind, as examples, are part of normal precipitation measurement but play no part in a calibration-verification.  That a smooth curve is fitted to a noisy curve as in Fig. 1(b) is based on the notion that an ideal calibration-verification would provide, in fact, a smoothly changing average curve.  Presumably, the noise is the sum of frequency round-off error in the data logger, resolution and repeatability errors in the vibrating wire transducers, stray radio noise, and, perhaps, other error sources.  These errors would be part of the normal measurement of precipitation.

Results from the third and latest calibration-verification of the Geonor gauge in the sWyo are shown in Fig. 3.  The trends in differences for individual wires in Fig. 3(a) are different than those in the previous calibration-verifications; however, the average curves among the three calibration-verifications are quite similar, especially the later two in which the same set of weights was employed.  Thus, the calibration error curves in Figs. 1(c) and 3(c) are also quite similar.  With the exception of the part of the curve in Fig. 3(c) for accumulations greater the 500 mm, all three calibration error curves lie within +/-0.5%.

Figs. 4 and 5, respectively, document the results of the calibration-verifications performed 8 January and 9 July 2002 of the Geonor gauge in the ndAlt (new double Alter) windshield, the only calibration-verifications with this combination of wires.  It is remarkable that the two independent calibrations, except for using the same weights, yield such similar results.  There is no particular position of a weight on the spindle – a weight is simply selected from the ordered stack of weights and placed over the spindle on top the previous weight.  In each figure, the curve of average differences decreases noticeably with increasing accumulation.  Similarly, the polynomials fitted to the curves of average differences in Figs. 4(b) and 5(b) are both 2nd degree with R2 > 0.95.  For accumulations greater than about 400 mm, the absolute calibration errors in Figs. 4(c) and 5(c) exceed 1%.  Figs. 4(a) and 5(a) indicate there may be a problem with wire 2.  It appears that variations between individual difference curves that result from non-uniform distribution of mass in the bucket are overwhelmed by the systematic downward trend in wire 2, suggesting a laboratory recalibration of wire 2 is warranted.
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Fig. 3  Same as Fig. 1 except results apply to the calibration-verification performed 9 July 2002.
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Fig. 4  Same format as Fig. 1 except the Geonor gauge is in the ndAlt windshield.
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Fig. 5  Same as Fig. 4 except the calibration-verification was performed 9 July 2002.

3.  LABORATORY CALIBRATION-VERIFICATION PROCEDURE AND RESULTS

As mentioned in the Introduction, two Geonor gauges, each with 3 wires, were provided to NCAR by CRN in spring 2000 for testing.  This type of gauge had been used earlier in field studies at Marshall test facility but had not been subjected to calibration-verification using both water weights and metal weights and over a range of temperatures.  The goals of the laboratory tests were to determine whether metal weights produced results different than water weights and whether temperature during a calibration-verification impacted the results.  The calibration-verification procedure in the laboratory was essentially the same as in the field except that weights were placed in the bucket with the gauge case (or shell) removed.

The results of the laboratory calibration-verifications are presented in Figures A.1. – A.12 in Appendix 1.  By comparing the (a) panels in the figures, it is apparent that use of water weights resulted in smoother difference curves than did use of the metal weights.  However, curves of the averages of the three wires seem to be essentially independent of type of weight.  The two calibration-verifications at about 0 C and –16 C (Figs. A.5(a), A.6(a), A.11(a), A.12(a)) appear to be reasonably consistent with the previously observed negative coefficient of temperature sensitivity.  That is, curves of the average of the differences tend to be higher the colder the temperature.  Of course, the calibration-verifications below freezing were performed using metal.  Inserting the weights was awkward because the gauges were in the Thermotron.  To add weights to the buckets required opening and closing the chamber door and the need for gloves to handle the cold metal.

The calibration error curves in the (c) panels of Fig. A.1 – A.12 do not show a preferred dependence on either temperature of type of weight.  In practically all calibration-verifications, most of each calibration error curve lies within the –0.5 to 0.5% range.  The largest absolute calibration errors occur above 500 mm accumulation for the two colder temperatures as seen in Figs. A.5(c), A.6(c), A.11(c), and A.12(c).

After the period of testing ended in August 2000, one of the gauges with one wire were sent to ATDD, the other gauge taken to the Marshall test facility.  The wires in the latter gauge were separated so that their unique combination could no longer be tracked.

4.  ASSESSMENT OF STABILITY OF CALIBRATIONS

Tables 1-10 provide a systematic way of observing the change in range of calibration error in percent with time for each set of 3 wires.  The left-hand column in each table shows time increasing downward with the related range in calibration error in the right-hand column.  Apart from the exceptions noted in Sections 2 and 3, all calibration errors lies within +/-1% and many are within +/-0.5%.  In Tables 1 and 2, the largest calibration errors occur with the colder temperatures.  The large errors in Table 10 have already been discussed.

These tables show that, on the whole, during the 20-month period from November 2000 to July 2002 the calibration errors are small and, perhaps because they are small, do not show easily identifiable trends.  As indicated earlier, the exception in Table 10 deserves attention.

Summary of Laboratory and Field Calibration-Verifications of

Vibrating Wire Transducers Used in Geonor T-200B Precipitation Gauges
Table 1
Serial numbers:
12700
12900
13000

	Date
	Mean

Temperature (C)
	Type of

Weights
	Degree of

Polynomial Fit
	R2
	Range in Percent Calibration Error: 0 to 600 mm

	23 March 2000
	23
	water
	2
	0.86
	-0.2 to 0.2

	24 March 2000
	23
	water
	2
	0.80
	-0.2 to 0.2

	17 August 2000
	23
	Belfort
	2
	0.94
	-0.5 to 0.2

	18 August 2000
	23
	water
	2
	0.99
	-0.4 to 0.0

	28 August 2000
	-16
	Belfort
	3
	0.73
	-0.7 to 0.1

	29 August 2000
	0
	Belfort
	3
	0.77
	-0.7 to 0.1


Table 2
Serial numbers:
13100
13200
13300

	Date
	Mean

Temperature (C)
	Type of

Weights
	Degree of

Polynomial Fit
	R2
	Range in Percent Calibration Error: 0 to 600 mm

	23 March 2000
	23
	water
	3
	0.88
	-0.6 to 0.3

	24 March 2000
	23
	water
	3
	0.95
	-0.5 to 0.3

	17 August 2000
	23
	Belfort
	3
	0.24
	-0.5 to 0.1

	18 August 2000
	23
	water
	2
	0.90
	-0.3 to 0.6

	28 August 2000
	-16
	Belfort
	3
	0.73
	-1.1 to 0.4

	29 August 2000
	0
	Belfort
	3
	0.79
	-1.0 to 0.3


Table 3
Serial numbers:
23000
23100
23200 (in DFIR)

	Date
	Mean

Temperature (C)
	Type of

Weights
	Degree of

Polynomial Fit
	R2
	Range in Percent Calibration Error: 0 to 600 mm

	14 November 2000
	21
	Belfort
	1
	0.92
	-0.3

	7 January 2002
	13
	OU
	1
	0.88
	-0.2

	9 July 2002
	28
	OU
	1
	0.96
	-0.3


Table 4
Serial numbers:
13000
13100
13200 (in sDFIR)

	Date
	Mean

Temperature (C)
	Type of

Weights
	Degree of

Polynomial Fit
	R2
	Range in Percent Error From 0 to 600 mm (%)

	14 November 2000
	21
	Belfort
	3
	0.85
	-0.1 to 0.0

	7 January 2002
	13
	OU
	3
	0.54
	-0.8 to 0.1

	9 July 2002
	29
	OU
	3
	0.85
	-0.8 to 0.0


Table 5
Serial numbers:
12700
12900
34498 (in sWyo)

	Date
	Mean

Temperature (C)
	Type of

Weights
	Degree of

Polynomial Fit
	R2
	Range in Percent Calibration Error: 0 to 600 mm

	14 November 2000
	22
	Belfort
	1
	0.90
	-0.3

	8 January 2002
	17
	OU
	2
	0.82
	-0.5 to 0.2

	9 July 2002
	31
	OU
	2
	0.93
	-0.6 to 0.2


Table 6
Serial numbers:
27300
27400
27500 (in sAlt)

	Date
	Mean

Temperature (C)
	Type of

Weights
	Degree of

Polynomial Fit
	R2
	Range in Percent Calibration Error: 0 to 600 mm

	29 November 2000
	21
	Belfort
	3
	0.92
	-0.8 to -0.1

	8 January 2002
	16
	OU
	3
	0.61
	-0.2 to 0.5

	9 July 2002
	32
	OU
	3
	0.68
	-0.2 to 0.4


Table 7
Serial numbers:
23300
23400
23500 (in dAlt)

	Date
	Mean

Temperature (C)
	Type of

Weights
	Degree of

Polynomial Fit
	R2
	Range in Percent Calibration Error: 0 to 600 mm

	14 November 2000
	21
	Belfort
	1
	0.93
	-0.2


Table 8
Serial numbers:
23300
11301
11401 (in dAlt)

	Date
	Mean

Temperature (C)
	Type of

Weights
	Degree of

Polynomial Fit
	R2
	Range in Percent Calibration Error: 0 to 600 mm

	7 January 2002
	11
	OU
	2
	0.82
	-0.4 to 0.2

	9 July 2002
	30
	OU
	1
	0.97
	-0.3


Table 9
Serial numbers:
24898
29298
29198 (in Wyo)

	Date
	Mean

Temperature (C)
	Type of

Weights
	Degree of

Polynomial Fit
	R2
	Range in Percent Calibration Error: 0 to 600 mm

	15 November 2000
	22
	Belfort
	1
	0.91
	-0.4


Table 10
Serial numbers:
29198
26000
29298 (in ndAlt)

	Date
	Mean

Temperature (C)
	Type of

Weights
	Degree of

Polynomial Fit
	R2
	Range in Percent Calibration Error: 0 to 600 mm

	8 January 2002
	16
	OU
	2
	0.97
	-1.6 to 0.4

	9 July 2002
	29
	OU
	2
	0.99
	-1.4 to 0.1


5.  COMPARISON OF CALIBRATION-VERIFICATION WITH FIELD CALIBRATION

In addition to the calibration-verification that took place at Marshall field site 9 July 2002, ATDD performed a field calibration (or recalibration) of each the 18 wires with the intent of calculating a new set of coefficients f0, A, and B.  The ATDD goal is very different than the OU-NCAR goal, which is to determine whether the factory coefficients for the three wires in a gauge remain satisfactory or are unsatisfactory such that one or more wires should be recalibrated under laboratory conditions.

ATDD also recommends the bucket not be leveled.  Their argument is that the calibration should relate to the levelness (with respect to the horizon) the bucket had since the last calibration.  An alternate strategy is to note the magnitude of non-levelness by estimating the height in mm required to raise the lowest point on the bucket such that the bucket would become level.  Then the bucket should be leveled using the 3 knurled nuts.  After leveling is completed, the calibration or calibration-verification can begin.  In this way each calibration or calibration-verification is performed with the same condition of a level bucket so that, presumably, the only varying quantity in the calibration or calibration-verification is the sensitivity of the vibrating wire itself.

In any case, if the level of the bucket does change between successive calibrations or calibration-verifications, there is no practical way to adjust the coefficients of each of the 3 wires to account for the time-varying departure of the bucket from being level.  However, because there will be near-perfect compensation among the 3-wires for a non-uniform distribution of mass in the bucket, a time-varying change in bucket levelness is not of concern. 

A comparative analysis of the results of the two approaches for the Geonor gauges in the sDFIR and ndAlt windshields is given below.  Fig. 6 shows the equivalent of Fig. A.18 for the gauge in the sDFIR windshield for 9 July 2002 except that the depths were determined from weights and associated frequencies supplied by ATDD for the three wires using the original factory coefficients.

A comparison of Figs. 6 and A.18 shows that the curves of the average differences in the two (a) panels are nearly identical while the corresponding individual wire difference curves are considerably different.  The latter reflects the non-uniform distribution of mass for the two sets of weights while the former shows the compensation for asymmetry of mass that occurs using three wires.

[image: image7.wmf]
Fig. 6  Differences between individual wires and accumulated weights and their average versus accumulated weights are shown in (a) for the gauge in the sDFIR windshield 9 July 2002. The minimum least-squares 2nd degree polynomial fit to the average differences is shown in (b).  The slope of the fitted polynomial in terms of calibration error per 10 mm accumulation and calibration error in percent are shown in (c).  ATDD weights and frequencies have been used.

In contrast to Figs. 18(b) and 18(c) in which the fitted polynomial is 3nd degree and the calibration error polynomial is 2nd degree, the fitted polynomial and calibration error polynomial in Figs. 6(b) and 6(c) are, respectively, 2nd degree and 1st degree.  The percent calibration errors are both within the range 0 to -0.5% except for accumulations greater than about 500 mm.

Fig. 7(a) shows the difference curves for each wire and the average of the differences using field derived coefficients.  The individual wire differences are departures from the fitted 2nd degree polynomial calibration equation for each wire.  Fig. 7(b) is an expanded view of the average of the differences.  A comparison of Fig. 7(b) with Fig. 6(b) shows that there is nearly a one-to-one match between the departures in the former figure with the departures from the fitted 2nd degree polynomial in the latter.  Thus the average departures resulting from fitting the calibration equations using the field-derived coefficients to the observed accumulations in Fig. 6(a) is essentially equivalent to the average departures resulting from using an optimal polynomial fitted to the average difference curve in which the calibration equation uses factory coefficients.  Fig. 7(c) shows the 3rd degree polynomial fit to the curve of average differences and is the same as Fig. A.18(b).  The magnitude of departures in Figs. 7(c) and 7(b) is similar while one-to-one corresponds is not present because the latter departures are obtained using more weights and both their addition and removal in the calibration-verification process.

Fig. 8 parallels Fig. 6 except the Geonor gauge under consideration was in the ndAlt (new double Alter) windshield.  Whereas in the example above it was possible to match wires in Fig. 6(a) with the same wires in Fig. A.18(a) just by viewing the curves, that is not possible in this example comparing Fig. 8(a) with Fig. A.30(a).  The reason is unknown.  On the other hand, Figs.8(b) and A.30(b) both show a 2nd degree polynomial fit to the average difference and with similar shape.  The curve in Fig. 8(b) is much steeper leading to significantly larger calibration error, as can be seen comparing Fig. 8(c) to Fig. A.30(c).

Fig. 9 is similar to Fig. 7 except for the gauge.  There is reasonably good correspondence between the location and magnitude of departures in Figs. 9(b) and the departures from the fitted curve in 8(b), confirming, again, the near equivalence between the calibration-verification and field calibration methods.  Fig. 9(c) shows the 2nd degree polynomial fit to the calibration equation and is identical to Fig. A.30(b).  The magnitude of the departures in Fig. 9(c) is considerably less than those in Fig. 9(b).

In summary, the two examples above demonstrate the relationship between the two methods of dealing with the calibration equation.  The goal of the calibration-verification method is to monitor factory calibrations for evidence of change in the coefficients of one or more wires in the gauge under consideration.  If the evidence suggests a recalibration, it should be done in the laboratory.  The goal of the field calibration method is to modify the coefficients each time a field calibration is made.  In principle, its success depends on an exact uniform distribution of the weights added to the bucket.  That is, if 3000 g are added to the bucket, each wire should experience an additional weight of 1000 g.  ATDD should demonstrate that this is case, and if it is not the case, that the degree of non-uniformity present is of minor consequence.  During a precipitation event, the liquid in the bucket presumably is uniformly distributed.  Because of the non-linear term in the calibration equation, there will be a miscalculation of the accumulated precipitation if the distribution of mass during a field calibration is not uniform.  Whether the magnitude of the error is significant is unknown.  In a laboratory calibration, each wire experiences only the known weights applied to it, not an assumed weight.
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Fig. 7  Differences between individual wires and accumulated weights and their average versus accumulated weights for the case of using field-derived coefficients are shown in (a). The average differences are expanded in (b).  Panel (c) is the same as Fig. A.18(b) for comparison with panel (b).
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Fig. 8  Differences between individual wires and accumulated weights and their average versus accumulated weights are shown in (a) for the gauge in the ndAlt windshield 9 July 2002. The minimum least-squares 2nd degree polynomial fit to the average differences is shown in (b).  The slope of the fitted polynomial in terms of calibration error per 10 mm accumulation and calibration error in percent are shown in (c).  ATDD weights and frequencies have been used.
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Fig. 9  Differences between individual wires and accumulated weights and their average versus accumulated weights for the case of using field-derived coefficients are shown in (a). The average differences are expanded in (b).  Panel (c) is the same as Fig. A.30 (b) and is for comparison with panel (b).

6.  SUMMARY AND CONCLUSIONS

Over the 28-month period from March 2000 to July 2002 30 laboratory and field calibration-verifications were performed on 22 vibrating wires at the NCAR Foothills Lab and NCAR's Marshall field site.  The main purpose was to observe the stability of factory calibrations of Geonor gauges, that is, watch for significant systematic changes in calibration coefficients.  The second purpose was to compare and contrast the field calibration or recalibration procedure adopted by ATDD to the calibration-verification procedure.

In addition to monitoring calibration stability over a 5-month period, additional goals of the laboratory calibration-verifications were to determine the sensitivity of the calibration coefficients to temperature and the impact of using metal weights instead of water weights.  The results of the laboratory test are:


(1)
There was no evidence of significant systematic changes in the values of coefficients over this time period.


(2)
There appeared to be a small dependence of the values of coefficients on temperature based on an increase in calibration error at temperatures form 0 C to –16 C relative to the calibration error at room temperature.


(3)
The use of water weights provided a more uniform distribution of mass in the bucket than metal weights (at least relative to those that were used).  One disadvantage of using water weights is that a calibration-verification can be performed only for increasing weight.

The field calibration-verifications were performed over the 20-month period November 2000 to July 2002 and covered the temperature range 11 to 30 C.  Metal weights were used exclusively.  The results of the field tests are:


(1)
Using the average of three vibrating wires, practically all field calibration errors were within +/-1% and most within +/-0.5%.  There was evidence that one of the wires in the gauge that exceeded 1% calibration error should be recalibrated in a laboratory.


(2)
Apart from the vibrating wire above, there was no evidence for significant changes in calibration coefficients, based on using the average of three wires to assess calibration error.

The OU-NCAR calibration-verification method has a different objective than the ATDD field calibration method.  As opposed to simply monitoring the calibration coefficients, the latter method recalibrates each wire in the field.  Two comparisons were made using factory calibration coefficients with the weights and frequencies obtained from the ATDD field calibration.  In one comparison, there was strong correspondence between numerical results and in other much less correspondence.  Because ATDD recalibrates each wire, no calibration error relative to the factory calibration coefficients can be made.  In addition, the field calibration requires a uniform distribution of weight in the bucket in order to emulate a laboratory calibration.  The impact of a non-uniform distribution of weight is unknown but should be investigated.

Because 19 of 20 wires with at least two calibration-verifications showed no significant drift in their calibration coefficients over periods ranging from 6 months to 28 months, it can be concluded that the Geonor vibrating wire transducers show good stability.
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